
Professor Steve Pischke 

London School of Economics and 
Political Science (LSE) 

Gives a series of lectures on 

Topics in Causal Inference 

1 Regression Basics – How to Specify Causal Regressions? 

2 Welcome to the Machine – Machine Learning for Causal 
Inference 

3 Timing is Everything – Harvesting Event Study Evidence 

Dates:  Tuesday, 15/04/2025, 10:15 – 11:45 

Wednesday, 16/04/2025, 10:15 – 11:45 

Thursday, 17/04/2024, 10:15 – 11:45 

Location: CES, Schackstr. 4, 2nd floor, seminar room (214) 

Registration for PhD and MQE students: For an official recognition and confirmation of participation of the 
lecture in your transcript, registration at My ECONPAS the CES Lectures is mandatory. Please adhere to the 
registration deadline for this course as no registration is possible after this date.  
If you cannot register at MyECONPAS please contact the MGSE PhD Office mgse-phd@econ.lmu.de. 

--------------------------------------------------------------

new location: A120, Geschwister-Scholl-Platz 1, LMU main 
building
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CES Lectures 15.-17. April 2025 

Topics in Causal Inference 

Jörn-Steffen Pischke 

Lecture 1: Regression Basics – How to Specify Causal Regressions 

This lecture will review the basic concepts of omitted variables bias, 
measurement error, bad controls and uncorrelated covariates, and robustness 
checks in the context of causal regression models. 

Lecture 2: Welcome to the Machine – Machine Learning for Causal Inference 

This lecture will introduce basic machine learning concepts and discuss whether 
these methods are helpful for causal regression modelling. 

Lecture 3: Timing is Everything – Harvesting Event Study Evidence 

This lecture discusses the rich event-study models that have become the 
workhorse of differences-in-differences analysis.  It scrutinises recent advances 
in the methodological literature focusing on model specification, attention to the 
validity of the parallel trends assumption, some healthy scepticism about DD 
standard errors, and the potential perils of heterogeneity. 
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